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ABSTRACT 

Project-based learning has found its way into a range of formal 

and informal learning environments. However, systematically 

assessing these environments remains a significant challenge. 

Traditional assessments, which focus on learning outcomes, seem 

incongruent with the process-oriented goals of project-based 

learning. Multimodal interfaces and multimodal learning analytics 

hold significant promise for assessing learning in open-ended 

learning environments. With its rich integration of a multitude of 

data streams and naturalistic interfaces, this area of research may 

help usher in a new wave of education reform by supporting 

alternative modes of learning. 

Categories and Subject Descriptors 

K.3.1 [Computers and Education]: Computer Uses in Education 

– collaborative learning, computer assisted instruction, computer 

managed instruction; I.2.1 [Artificial Intelligence]: Applications 

and Expert Systems – natural language interface;. I.2.7 

[Artificial Intelligence]: Natural Language Processing – 

discourse, language parsing and understanding, text analysis; 

I.2.10 [Artificial Intelligence]: Vision and Scene Understanding 

– motion, video analysis;  
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1. INTRODUCTION 
Since the work of Dewey [1][2], Vygotsky [3] and Papert [4] 

there has been an increased integration of student-designed 

project-based learning (SPBL) – constructionism [4], inquiry 

based learning and constructivism, for example - in classrooms 

and in informal contexts. However, systematically assessing 

learning in these environments remains a significant challenge and 

an area of significant importance [5]. Traditional assessments, 

which are easy to distribute and analyze, may necessarily be 

incongruent with the objectives of SPBL because most 

assessments tend to focus on outcomes, whereas SPBL is largely 

focused on the process. Furthermore, the forms of assessment that 

may be well suited to the objectives SPBL environments: 

ethnographies, micro-genetic analysis and portfolio based 

assessments; are unable to scale to the level that is needed for 

educators to consistently and reliably turn to SPBL. This creates a 

conflict that can often times be difficult to resolve, and leave 

individuals dissatisfied with the lack of measurable changes in 

learning outcomes in project based learning studies.  

In order to develop a more appropriate measure and means for 

assessing SPBL I want to construct a complete picture of how 

learning takes place in SPBL environments through the use of 

multimodal learning interfaces and techniques. To this end, the 

overarching research question that I have is, ‘How do students 

learn in SPBL environments?’ with primary sub-question: ‘Can 

the learning processes in SPBL environments be characterized 

using a system of continuous, multi-modal monitoring based on a 

composition of artificial intelligence technologies?’ It is my 

hypothesis that leveraging multimodal data can better allow 

educators and education researchers to capture a holistic picture 

of their students. This complete picture will lend to developing a 

rich and intricate representation of each student’s learning. 

Furthermore, as we are able to better understand and 

automatically process this data, we will be able usher in the future 

of learning interfaces. 

 

2. PREVIOUS LITERATURE 
My work builds on literature from the learning sciences, cognitive 

science and learning analytics (or educational data mining). More 

specifically, previous works describe the importance of student-

designed project based learning experiences for promoting 

learning of STEM (Fortus, Dershimer, Krajcik, Marx, & Mamlok-

Naaman 2004; Roth, 1996; 1997; 1998 in [6]); techniques for 

observing behavioral and developmental changes among students 

through rich ethnographic studies [7][8][9][10][11]; and using 

automated techniques for identifying salient markers of learning 

in a range of modalities [12][13][14]. Furthermore, this research 

builds on the work that I have done during the past three years 

which has found that there are meaningful cues in student speech 

[15][16][17], gaze [18], programming state [19]; epistemological 

beliefs and identity [20]; and in a combination of modalities 

[21][22]. It also builds on a number of published and unpublished 

research tools that enable: object tracking [23]; user localization 

[24]; and multi-modal data capture of collaborative work 

[25][26][27]. To this end, my previous research has looked at a 

variety of modalities in isolation, but as I move forward into my 

dissertation work I want to begin to better leverage the integration 

of different data streams in extended analyses of student learning. 
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3. INITIAL STUDY DESIGN 
In order to realize the above considerations and answer my 

research questions, I will be studying high school and 

undergraduate students as they participate in engineering design 

workshops. During these workshops students do bifocal 

modeling, computational modeling, digital fabrication, robotics 

and introductory electronics, computer programming, wood 

working, polymer casting and more. As students interact within 

this space, I will be using previously developed tools, in 

conjunction with in process multimodal interfaces, in order to 

synchronously capture data from a range of modalities. The 

specific modes of data capture that I am currently considering 

include:  

 

Digital Design Drawing Data - Using digital pens and paper, I 

will capture continuous inking streams of student drawings. This 

will enable me to have the full evolution of their designs in a high 

precision fashion. These drawings will be aligned with speech 

data. 

Student Gaze Data, Explanations and NetLogo logs – students 

will be asked to participate in a pair of studies in which they 

explore STEM phenomena in Netlogo, an agent based modeling 

environment. I will log their gaze, verbal explanations and 

Netlogo actions through synchronous data capture. 

 

Student Wifi-based Localization – Using a custom Android 

application, I will capture student’s relative locations at half-

second increments as they move around the lab. This information 

will be useful for studying relative student collaboration, as well 

as for bootstrapping other data streams. 

 

Student Motivation and Sentiment – This data will come from a 

mobile phone survey platform. Students will be asked multiple 

choice, likert scale and free response questions through periodic 

polling. This information is useful for grounding some of the 

interpretations that I make from looking at students speech and 

actions near the time of polling. 

 

Student Dialogue Capture – An array of microphones arrays, 

lapel and head-mounted microphones will be used to capture 

student dialogue throughout the lab. I am still trying to find the 

best solution to do this synchronously, in a relatively large space, 

and for a large number of users. 

 

Student Location Capture – Using Kinect Sensors and a 

Teachscape Panoramic Camera, I will capture student location 

and actions. 

4. DATA ANALYSIS 
As one can imagine, this dataset represents a large and difficult 

technological undertaking. As mentioned above, there are 

significant challenges in building a system that can synchronously 

capture data from a large number of participants (n=20), for hours 

at a time, and in a relatively large space (1000 sq ft.). At the 

moment I am considering extending existing tools. For example, 

one possibility is to extend the OpenGesture [24][25] platform: an 

easy to author platform that individuals can use to make speech 

and gesture-based applications from HTML and Javascript. 

Furthermore the platform can synchronously capture speech, 

gestures, audio and the number of people and faces in the vicinity 

of the user. I am also working on a couple of applications that 

make use of arrays of Kinect sensors. Beyond the technological 

tasks associated with synchronously capturing the data, aligning 

data from different modalities also presents a significant 

challenge. From previous observation a user’s actions and words 

are often misaligned, with one noticeably lagging behind the 

other. This will be a challenge when trying to integrate elements 

from natural language understanding, gesture recognition and 

action recognition, recalling that the goal is to use these channels 

to make an accurate prediction about a student’s learning.  

 

However, despite the technological challenges, I believe that my 

previous work has properly positioned me to successfully 

complete this work. As mentioned in the previous literature 

section, I have done a number of projects that involve the use of 

the various modalities. Moreover, some of my published work 

includes: 1) demonstrated techniques for using linguistic, 

semantic and syntactic cue; 2) creation of a multimodal interface 

that use multimodal integration to address the challenges of an 

open microphone environment; and 3) involved doing rich data 

capture and analysis of prosodic, spectral and vision based 

features. In addition to this, I have a number of unpublished 

works that look at areas of gesture recognition, natural language 

understanding, domain adaptation for language modeling, object 

tracking and more. 

5. TENTATIVE TIMELINE 
This summer I will be refining and testing some of the research 

tools that I have developed, so that I can iterate on them again 

during the fall before launching into a focused data capture phase. 

I will then instrument the Learning Fabrication Lab at Stanford , 

where I will collect data from the high school and undergraduate 

students that use the lab. Data collection will likely occur over the 

course of six months, and will then move me into data 

preprocessing at the beginning of 2013. Once the data has been 

preprocessed I will move into a data annotation phase in which I 

begin to explore ways for automating data analysis. During data 

annotation I will also be working with human annotators in order 

to provide validity for the automated techniques that I use. 

 

6. RESEARCH IMPACT 
In this short document I have attempted to summarize my initial 

ideas for dissertation work, which is to study project-based 

learning techniques through multimodal technologies. The larger 

goal is to transform the nature and design of the technological 

tools used for promoting and supporting student learning.  

Furthermore, this work will help in advancing the use of 

multimodal interfaces and multimodal learning analytics in both 

formal and informal learning environments by elucidating 

techniques that can be used to make the bridge between 

multimodal interfaces and learning. In addition to this, the work is 

intended to uncover novel techniques and inferences that can 

generally improve multimodal interface development. For 

example, the research has the potential to assist in the areas of 

scalability, both in terms of number of participants and in terms of 

the physical space being analyzed. Additionally, I am also 

interested in advancing the use of open-microphone 

environments, through multimodal cues, and the community’s 



ability to do speech recognition, and speaker identification in 

learning environments, which tend to be noisy and unstructured. 

Lastly, this research should help the future design and 

implementation of multimodal learning interfaces. While it is nice 

to know more about how students learn, the ultimate objective is 

to find useful ways to improve each student’s learning by making 

learning assessments more naturalistic, and create interfaces that 

enable learners to better understand their own learning. 
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